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Here, we study two different approaches to estimate the multi-information of natural images. In both cases, we begin with a whitening step. Then, in the first approach, we use a hierarchical multi-layer ICA model [1] which is an efficient variant of projection pursuit density estimation. Projection pursuit [2] is a nonparametric density estimation technique with universal approximation properties. That is, it can be proven to converge to the true distribution in the limit of infinite amount of data and layers.

For the second approach, we suggest a new model which consists of two layers only and has much less degrees of freedom than the multi-layer ICA model. In the first layer we apply symmetric whitening followed by radial Gaussianization [2,3] which transforms the norm of the image patches such that the distribution over the norm of the image patches matches the radial distribution of a multivariate Gaussian. In the next step, we apply ICA. The first step can be considered as a contrast gain control mechanism and the second one yields edge filters similar to those in primary visual cortex.

By evaluating quantitatively the redundancy reduction achieved with the two approaches, we find that the second procedure fits the distribution significantly better than the first one. On the van Hateren data set (400,000 image patches of size 12x12) with log-intensity scale, the redundancy reduction in the multi-layer ICA model yields 0.162, 0.081, 0.034, 0.021, 0.013, 0.009, 0.006, 0.004, 0.003, 0.002 bits/pixel after the first, second, third, fourth, ..., tenth layer, respectively. For the training set size used, the performance decreases after the tenth layer. In contrast, we find a redundancy reduction of 0.342 bits/pixel after the first layer and 0.073 bits/pixel after the second layer for the second approach.

In conclusion, the universal approximation property of the deep hierarchical architecture in the first approach does not pay off for the task of density estimation in case of natural images.

Figure 1: Subfigure (a): The amount of improvement of the mutual information in the multilayer ICA method for different layers. Blue curve in subfigure (b): Cumulative curve of the same improvement. Red curve in the subfigure (b): Cumulative mutual information improvement for our two layer approach.

Figure 2: The filters that we obtain in the second layer of our proposed method.
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Background/Motivation

<table>
<thead>
<tr>
<th>ICA</th>
<th>Lp radial factorization [Sinz &amp; Bethge]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projection Pursuit density estimation [Friedman]</td>
<td>(State-of-the-art in redundancy reduction)</td>
</tr>
<tr>
<td>Physiologically-inspired two-layer model</td>
<td>Retina + V1 simple cells</td>
</tr>
<tr>
<td>Cascadable Neural Architecture for redundancy reduction</td>
<td>Multilayer ICA [Chen &amp; Gopinath]</td>
</tr>
<tr>
<td>Radial Gaussianization</td>
<td>ICA</td>
</tr>
</tbody>
</table>

Results

<table>
<thead>
<tr>
<th>Filters of first stage</th>
<th>Bases of second stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Method

Quantitative evaluation

- Multi-information:
  \[ I(X_1, \ldots, X_k) = \sum_{i=1}^{k} H(X_i) - H(X_1) \]
- Averaged Log-loss measure:
  \[ H(X_i) = -\left( \log \hat{p}_{x_i}(x_i) \right)_{x_i} = -\frac{1}{m} \sum_{i=1}^{m} \log \hat{p}_{x_i}(x_i) \]
  \[ H(X_i) = H(X_k) + D_KL(\hat{p}_{X_i}||p_{X_i}) \]
  \[ ALL = \sum_{i=1}^{k} H(X_i) - H(X_1) \]

Independent component Analysis

- Given the ensemble of data \( X \)
- Finding a linear transformation \( A \)
  \[ Y = BX \]
  \[ A = \min_{\hat{P}} I(Y_1, \ldots, Y_k) \]
- The matrix has the following factorization:
  \[ A = Q\Lambda \]
- \( Q \) is orthogonal and \( \Lambda \) is positive definite
- \( \Lambda \) is called whitening matrix. Let \( \Sigma \) be the covariance of the data, then
  \[ \Lambda = \Sigma^{1/2} \]

Conclusion

- The universal approximation property of the deep hierarchical architecture in the first approach does not pay off for the task of density estimation in case of natural images.
- Finding effective neural architecture (i.e. nonlinearity) is critical.
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